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Sparse-spokes pulses are 2D slice-selective pulses that effectively mitigate inhomogeneities in the trans-
mitted RF field and reduce unwanted RF artifacts in MR images. Here we consider the practical design of
such pulses for high-field MRI and demonstrate limitations of the technique. We analyze the performance
of pulses considering input noise as well as other effects such as saturation and T�2 relaxation. We discuss
in detail the correspondence between the reduction of RF inhomogeneities and the fidelity of the input
parameters, such as the transmit Bþ1 field map and combined phase of the main B0 field and eddy-cur-
rents. Results include simulations, utilizing 7 T field maps acquired in phantoms and in-vivo, as well as
in-vivo experiments. The necessary performance of system hardware components to achieve significant
improvements is described.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

Ultra-high field human magnetic resonance imaging must over-
come several technical challenges to be successful. In particular,
inhomogenous RF fields arise when the wavelengths of the transmit-
ted RF pulses are comparable to the size of the imaged anatomy [1]
and these give rise to various image artifacts and limit the perfor-
mance of many pulse sequences. However, variations of the RF field
can be reduced by the use of slice-selective, tailored 2D pulses opti-
mized for the desired excitation profile [2]. Such pulses approximate
the exact modulation pattern necessary to create a homogenous
excitation by propagating through a finite set of points in the excita-
tion k-space. To make the pulse length as short as possible, the num-
ber of sampled k-space points is kept to a minimum. This sparse-
spokes pulse consists of a train of amplitude and phase modulated
sub-pulses executed at different locations in the excitation k-space,
so transverse gradients Gx and Gy are needed in addition to the slice
selective Gz gradient. Pulses are tailored for a specific inhomogenous
transmit Bþ1 field and a corresponding total phase map, comprised of
DB0 field and eddy-current phase /eddy contributions.

The positions of the points in k-space and thus the transverse
gradients together with the RF amplitudes and phases of the corre-
sponding sub-pulses are determined by an optimization problem
ll rights reserved.
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that minimizes the difference between the simulated and target
excitation profiles. The details of the design as well as necessary
theoretical background are summarized in Section 2. Recently, sev-
eral designs of sparse-spokes pulses with experimental verification
have been presented [3], including the use of parallel RF arrays
[4,5]. We acknowledge the advantage of the parallel-transmit
methods over the single channel solution presented here. How-
ever, since parallel transmit is not universally available on 7 T sys-
tems, we believe that studies with a single transmit channel are
still valuable. Moreover, the practical limitations and implementa-
tion challenges have not been discussed in the literature. Here we
describe step by step the pulse design process, identify possible
sources of problems like imperfections in Bþ1 mapping, unstable
measurements of total phase and more generally noisy RF inputs.
In addition, the duration of sparse-spokes pulses executed on a sin-
gle transmit channel are in the range of 5–15 ms, and thus may be
affected by T�2 relaxation and saturation effects. The main aim of
this work is to understand the origin of the limitations on the per-
formance of the sparse-spokes solution as well as to present solu-
tions to some of the problems described above. First we present
background material needed to understand the theory of sparse-
spokes. In the methods and corresponding results sections we offer
technical details of our experimental implementation and numer-
ical simulations. We review the Bþ1 mapping technique and de-
scribe the method that we use to test the susceptibility of the Bþ1
map to high spatial-frequency noise as well as discuss the influ-
ence of this noise on the performance of sparse-spokes pulses. In
the next section we describe in detail the technique used to
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measure total phase and its problems. We then analyze the influ-
ence of errors in the input RF amplitude and phase. In later sections
we analyze the pulse performance change in the presence of T�2
relaxation, as well as the influence of T�2 relaxation and saturation
effects on the RF amplitudes of the sparse-spokes sub-pulses. Fi-
nally, we show a modification of the optimization problem that
utilizes multiple flip-angle maps and addresses some of the related
issues.

2. Theory

The image intensity, SI, generated using a gradient-recalled
echo (GRE) sequence, can be expressed as follows

SIðrÞ ¼ qðrÞ � jðbB�1 Þ�ðrÞj � sinðaðrÞÞ 1� e�TR=T1ðrÞ

1� e�TR=T1ðrÞ cosðaðrÞÞ ð1Þ

with proton density qðrÞ and relaxation time T1ðrÞ, at position
rðx; yÞ, within a given slice. Here,

aðrÞ ¼ c � jbBþ1 ðrÞj �WðrÞ ð2Þ

is a flip-angle map in radians, c is the gyromagnetic ratio for hydro-
gen, jbBþ1 ðrÞj is the inhomogenous transmission RF profile, and WðrÞ
represents a spatial excitation profile. The flip-angle map is inhom-
ogenous because the transmission profile is inhomogenous due to
standing wave/dielectric effects. The ðbB�1 Þ� field represents the
receptivity of the receiving coil to the nuclear magnetization. Hence
q � ðbB�1 Þ� is a proton-density-weighted reception profile. Using a suf-
ficiently long repetition time (TR) one can eliminate the dependence
of SIðrÞ on T1ðrÞ giving [6]:

SIðrÞ ¼ qðrÞ � jðbB�1 Þ�ðrÞj � sinðaðrÞÞ ð3Þ

The flip-angle map defined in Eq. (2) can be mitigated by either RF
shimming [9] of the transmit profile, or by tailoring the excitation
profile WðrÞ to excite an inverse of the transmit profile up to a con-
stant anom such that

aðrÞ ¼ anom ð4Þ

anom is the nominal flip-angle defined a priori in the experiment. We
define an ideal excitation profile:

WidealðrÞ ¼ anom � c�1 � jbBþ1 ðrÞj�1 ð5Þ

where jbBþ1 ðrÞj�1 means the point-wise inverse of the transmission
profile. In order to design such an ideal excitation profile Wideal,
we would need to sample excitation k-space with an infinite num-
ber of points. In order to create a practical solution, Wactual, the ideal
excitation must be approximated. The excitation profile can be tai-
lored through the optimization of RF complex amplitudes and the
excitation gradients. The explicit form of the excitation profile,
assuming that we neglect T1 and T2 relaxation effects [7,8], is given
by

WðrÞactual ¼
Z T

0
b̂ðtÞe2pikðtÞ�reicDB0ðrÞðt�TÞei/eddy dt ð6Þ

with the RF pulse b̂ðtÞ ¼ AðtÞei/RF ðtÞ; kðtÞ the trajectory in the excita-
tion k-space, and T being the pulse length. This form of excitation
profile WðrÞ assumes a small-tip angle approximation. The approx-
imated excitation profile Wactual after discretization of Eq. (6) can be
written as a sum

Wactual ¼
XM

j¼1

AjU
j
RFU

j
GU

jbB0

Uj
eddyD

j
t ð7Þ

where M corresponds to number of spokes (i.e., sub-pulses), Aj is the
amplitude of jth spoke, Uj

RF ¼ expði/j
RFÞ, Uj

G ¼ expð2pikj � rÞ,
kj ¼ ðkj
x; k

j
yÞ is the position of the jth spoke in excitation k-space,

related to the phase selective (transverse) gradients by kjðtÞ ¼
�c �

R T
t GjðnÞdn; UB0 ¼ exp½icDB0ðrÞðtj � TÞ� is the phase accrual due

to the inhomogeneity of the main field B0 and Uj
eddy ¼ expð�i/j

eddyÞ
is the phase due to eddy currents, with +/� for an odd/even spoke
(the combined phase due to UB0 and Ueddy is what we later call total
phase); Dj

t ¼ T=M is the spoke duration, i.e. period of time needed to
execute the RF sub-pulse and move to another location in the exci-
tation k-space where the next sub-pulse will be executed. We point
out that in discrete form of the excitation profile, given by Eq. (7) a
small tip-angle condition is realized by each sub-pulse. Given the
definitions, a spokes sequence for given Bþ1 and total phase
maps is determined by numerical solution of the minimization
problem

argmin
ðAj ;/

j
RF ;kjÞ
jWideal �Wactualj ð8Þ

where Aj; /j
RF ; kj

x; kj
y are the free parameters, subject to constrained

optimization.
3. Methods

3.1. Imaging protocols

Three healthy volunteers 25–35 years old, all males, were re-
cruited from the community to serve as imaging subjects for this
study. All protocols were approved by the local Institutional Re-
view Board (IRB). A 17 cm diameter spherical dielectric phantom,
containing realistic concentrations of common brain metabolites
and doped with paramagnetic agent to reduce T1ðT1 � 300 msÞ,
was used to illustrate issues related to total phase instability.
Experiments were conducted on a 7 T Philips Achieva whole body
scanner (Philips Healthcare, Cleveland, OH) based on a Magnex
90 cm magnet and a single-channel, volume quadrature transmit/
receive head coil from Nova Medical (Wilmington, MA) with a
29 cm inner diameter.

All data in this study were collected with a 2D gradient-recalled
echo sequence with a Gaussian-sinc excitation pulse, 80� 80 ma-
trix, FOV ¼ 24� 24cm, voxel resolution ¼ 3� 3� 5 mm, TE = 8 ms.
First, a map of the transmitted RF field Bþ1 was acquired. For Bþ1 map-
ping, a series of 11 images with TR = 5000 ms and flip-angles ranging
from 10� to 210� in equal 20� increments, was subject to a 2 param-
eter fit. A combination of relatively long TR and low-FA excitations
(less than 20�) proton-density-weighted images were obtained for
a final comparison between uncorrected and corrected images. Total
duration of the scans necessary for Bþ1 mapping was 25 min. The dy-
namic scans for the total phase map were acquired with
TR = 2000 ms with scan duration varying from 22 min for 25 spokes
to 9 min for 10 spokes; in all cases an EPI factor of 3 was used. Since
most of the pulse time is spent traversing the kz direction, the dura-
tion of the RF pulse is strictly limited by the maximum allowed gra-
dient and the slew rate of the slice selective gradient Gz. Hardware
limitations of a maximum RF amplitude of 15 lT, a maximum gradi-
ent amplitude of 33 mT=m and maximum slew rate of 166 T=m=s
were incorporated directly into the optimization routines. The
sub-pulse amplitudes and phases as well as the transverse and slice
selective gradients were passed to the scanner in waveforms in
which we specify values at time steps equal to the scanner’s dwell
time (6:4 ls). In all experiments, i.e. phantom and in-vivo, we fixed
the duration of the RF sub-pulses/slice selective gradients to 88
dwell times, and transverse gradients to 16 dwell times. Because of
current memory limitations, which limits each waveform to 3000
points and issues related to long pulse durations, we limit ourselves
to pulses with 25 spokes, with 2600 dwell time points per waveform,
leaving free 400 points for refocusing gradients. A sample pulse



Fig. 1. The amplitudes and phases of RF sub-pulses together with transverse Gx Gy and slice-selective Gz gradients. The pulse consists of nspokes ¼ 25 sub-pulses, each
corresponding to a different spoke in transverse excitation k-space.

296 M. Jankiewicz et al. / Journal of Magnetic Resonance 203 (2010) 294–304
consisting of 25 spokes is presented together with corresponding
gradient waveforms in Fig. 1.

In order to handle the minimization problem given by Eq. (8) we
used a standard Matlab (The Mathworks, Natick, MA, USA) con-
strained nonlinear multivariable minimization routine fmincon,
with the active-set (linear) algorithm that computes a quasi-Newton
approximation to the Hessian of the Lagrangian defined by Eq. (8).
All the hardware restrictions, i.e., maximum RF amplitude, gradient
amplitude and slew-rate, were used to constrain the model. For all
the fitting problems we utilized Matlab’s unconstrained search func-
tion fminsearch based on the simplex method. Matlab was also
used to calculate the gradient as well as RF waveforms. In all of
our experiments a 10� spokes pulse was used. However, depending
on the length of the designed pulse (i.e. number of sub-pulses in the
sequence) the maximum value of the flip-angle that can be excited
without violating the small flip-angle approximation varies. In our
design we did not constrain the maximal flip-angle in the cost func-
tion that was optimized. Hence, the performance of the pulse will
depend on the distribution of RF amplitude among the spokes. As
the number of spokes grows, so does the variation of sub-pulse
amplitudes. For this reason, the small flip-angle approximation
holds for 10 spokes at 60� but only up to 30� for 25 spokes.

3.2. Pulse performance and B1 mapping

The performance of a spokes pulse is sensitive to the accuracy of
the input flip-angle map. After testing several methods [10–14], we
decided for development purposes to use a method involving the
fitting of Eq. (3) in a similar way to the one presented in [13].
The results of the fitting method are represented in Fig. 2. Through-
out the paper a Bþ1 map will be represented by the ratio of mea-
sured to the nominal flip-angle anom.

There is a tradeoff between number of spokes, M, and the per-
formance of a given pulse. The more sub-pulses there are, the high-
er the potential is to correct high spatial frequency details.
Correction of these details may seem advisable, but there is a
drawback to this approach. These high spatial-frequency details
are vulnerable to errors in estimates of the Bþ1 field.1 Therefore, cor-
1 To simplify the notation, starting from this section, the hat and absolute value of
jbBþ1 j will be dropped.
rection of these details should not be a priority in practice. The sus-
ceptibility of the M-spokes pulse to high spatial-frequency
variations was tested. First, a set of N noisy Bþ1 maps was generated.
Each new map is generated by introducing noise into the real (Rj)
and imaginary (Ij) parts of each image in the original GRE series.
The amplitude of high spatial frequency gaussian noise distin-
guishes each Bþ1 map, viz.

�j ¼ j � 1=SNRj �maxðGREjÞ � randn; ð9Þ

where a constant j sets a magnitude of the noise and varies from
0.1 to 2.0 in 0.1 increments, resulting in N ¼ 20 noisy maps overall;
SNRj is the mean signal-to-noise ratio of the images from the GRE
series used to generate the ideal Bþ1 map; maxðGREjÞ is a maximum
intensity of either real or imaginary part of GREj image; randn is a
normally distributed Gaussian number. Index j numbers GRE
images in the series. The noise in this form is then added to the real
(Rj) and imaginary (Ij) parts of each GRE image, i.e.:

GREnoisy
j ¼ Rj þ �R

j

� i2
þ Ij þ �I

j

h �2
� �1

2

; j ¼ 1; . . . ;11 ð10Þ

Finally, a Bþ1 map was calculated from a set of GREnoisy images. An
example of a new fitted noisy map is presented in Fig. 3b. It is impor-
tant to observe that the low signal-to-noise-ratio regions are affected
measurably by the noise. Therefore, these regions are expected to be
primarly affected in the Bþ1 field map. For each noisy map in a set, a
sparse-spoke pulse with M sub-pulses was generated. As a result, N
corrected flip-angle maps FAM

i were obtained. Next, for a given value
of M, the standard deviation was calculated

rM ¼
1
N

XN

i¼1

id� FAM
i

� �2
" #1

2

; ð11Þ

where id is ideally corrected flip-angle map (nominal/measured flip-
angle), corresponding to a binary mask of the FOV under consider-
ation. The entire procedure was repeated for M ¼ 1; . . . ; 25. The
block diagram presented in Fig. 4 summarizes this entire noise sim-
ulation procedure. Comparison of calculated rM values vs. M allows
for selecting M on the basis of the robustness of the pulse to varia-
tions in the Bþ1 measurement. The evaluation scheme shown in
Fig. 4, evaluates the root mean square difference between the cor-



Fig. 2. B1 mapping using a two-parameter fit of a series of GRE images with a range of nominal flip-angles from 10� to 210� with increments of 20�. (a) A map of proton-
density-weighted reception profile q � ðbB�1 Þ� . (b) The bBþ1 intensity represents the fraction of nominal bBþ1 amplitude at each point in space. (c) GRE intensity values (circles) and
fitted curves (solid lines) for three representative voxels.

Fig. 3. Original (a) and noisy (b) Bþ1 maps. A noisy map is generated using the
procedure explained in the text. A percent difference map (c) shows that low signal-
to noise-ratio regions are affected most by the noise.

Fig. 4. This block diagram summarizes the procedure for determining the sensi-
tivity of sequences with M spokes to variations in Bþ1 maps. Shaded part of the
diagram is repeated for each value of M.
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rected and ideal flip-angle maps due to image noise (Eq. 11). This is
sensitive to both bias and variations in the estimated Bþ1 maps.
3.3. Total phase instability

The excitation profile is sensitive not only to the fluctuations in
the B0 field but also to eddy current induced changes in the gradi-
ent fields, which in turn affect the overall phase of the magnetiza-
tion. An accurate map of the total phase due to B0 inhomogeneities
and eddy currents is therefore a necessary input for designing a
spokes pulse that will perform as anticipated.

Total phase maps are measured by executing the entire oscillat-
ing Gz waveform of the spokes sequence (Fig. 1), but turning on
only one of the RF sub-pulses at a time. Although the amplitudes
and phases of the nspokes RF pulses in a spokes sequence generally
vary, all RF sub-pulses used for the purposes of the total phase
measurements are identical. The magnitude and phase of the mag-
netization are then recorded via a GRE acquisition, and the process
is repeated for the next sub-pulse. For each excitation, the Gx and
Gy waveforms are turned off and the phase of the given sub-pulse
is set to 0. Thus, the phase of the magnetization for each acquisi-
tion reflects the phase due only to DB0 and eddy currents arising
from the RF field and the Gz waveform. Eddy currents from the
low-amplitude Gx and Gy waveforms are therefore assumed insig-
nificant in comparison. The extra phase due to DB0 and eddy cur-
rents (Fig. 5) measured via this technique can then be
incorporated into the optimization of the spokes sequence. This
step is crucial for generating a spokes pulse for which simulated
and experimental data agree.

Besides B1 mapping, one of the main implementation challenges
for the sparse-spokes pulse design is the instability of the total phase
during the period of time DT , between measurement of the phase set
and the execution of the designed pulse. As mentioned in Section 3.1,
the acquisition times for the total phase maps can be very long (up to
22 min for 25 spokes) hence it is important to check the temporal sta-
bility of total phase measurements. The set of total phase measure-
ments was re-acquired after DT ¼ 16 min. DT is long enough to
observe magnet drift and thermal fluctuations in the gradient coils,
as well as other experimental imperfections of the hardware/design
that could affect our measurements. For the second scan the same
scanner preparation was used (i.e., the same RF drive scale, B0 shim
set, etc.) as the earlier series. To make the effects of unstable total
phase measurement more obvious this experiment was performed



Fig. 5. The total phase due to DB0 and eddy currents as measured for each of the
nspokes ¼ 25 sub-pulses of the spokes sequence. Colors represent phases in degrees
from �180	 to þ180	 . Spoke 1 is shown in the upper left corner and spoke number
increases to the right. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this paper.)
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on the central slice of a homogenous spherical phantom. First, total
phase was measured (Fig. 6b) and was used as a reference, and an-
other measurement was performed 16 min later. In order to quantify
the difference between the two sets of measurements, the relative
total phase maps were calculated (Fig. 6b). The maps were obtained
by subtracting the first phase map from each of the subsequent mea-
surements of that series. Finally, the difference in relative total phase
measurements was calculated resulting in a measure of temporal
phase instability as a function of sub-pulse position number.

3.4. Simulated RF amplitude and phase instability

To understand how sensitive the sparse-spokes design is to
phase instabilities, we have simulated the effect of phase errors
on the performance of the M ¼ 25 sparse-spokes pulses. Although,
Fig. 6. (a) The total phase as measured for each of the 25 sub-pulses of the spokes seque
phase as measured for each of the 25 sub-pulses of the spokes sequence. The first phase m
Colors represent relative phases in degrees from �180	 to þ180	 . (For interpretation of th
this paper.)
the 25 spokes pulse is likely too long (16.6 ms) for practical use, we
believe that it is useful to analyze the level of performance in this
hypothetical limit. Ideally, this pulse should correct the original
flip-angle map from a mean 0:68� 19% to 1:00� 3% (Fig. 7a).
For example, Fig. 7(c) shows what would happen if the information
about the total phases were removed from the optimization input.
This simulation shows that even small variations of the total phase
maps can ruin the performance of the pulse. Using this pulse, we
generated an array of noise values and added it to the RF ampli-
tudes and phases. Adjusting RF amplitude and phase is equivalent
to introducing error in the total magnitude and phase of the mag-
netization. In this way, we can check what would be the effect of
RF errors on the percent error of the flip-angle distribution. The en-
tries in the noise array were normally distributed random numbers
with mean value set to zero. The RF amplitude noise was then in-
creased from 0% to 10% of the maximum of the initial RF amplitude.
The noise of RF phase was increased from 0� to 20�. The values cho-
sen here represent a pessimistic scenario where either RF ampli-
tude, phase or both cannot be set with required precision. It
should be understood that the errors tested exceed the range ex-
pected in typical experimental conditions. The analysis presented
above was then repeated for the pulses with 5, 10, 15 and 20
spokes. For each case a percent error difference was calculated as
a normalized difference between the inhomogeneity affected by
noise and original inhomogeneity. In this context, inhomogeneity
is understood to be calculated as a standard deviation from a mean
of the flip-angle distribution normalized by the value of the mean
of this distribution (the coefficient of variation of the flip-angle). To
illustrate the effect of phase noise in the input, the original flip-an-
gle map was corrected with the initial pulse, but this time RF phase
noise (maximum amplitude set to 20�) was added to the original
phase. The simulated correction can be seen in Fig. 7b.

3.5. Simulated T�2 effects

In this section, the relevance of T�2 relaxation on the perfor-
mance of the sparse-spokes pulses will be quantitatively ad-
dressed. As described in the previous sections, the design of the
RF pulses presented here does not take into consideration any
relaxation effects, i.e. the pulses are designed in the limit of
T�2 !1. However, taking into account the fact that the sparse
spokes pulses can be long (up to 16 ms for nspokes ¼ 25 and 5 mm
nce. Colors represent phases in degrees from �180	 to þ180	 . (b) The relative total
ap from the series has been subtracted from each of the subsequent measurements.

e references to color in this figure legend, the reader is referred to the web version of



Fig. 7. Simulated flip-angle maps, corrected with (a) original sparse spoke pulse
(nspokes ¼ 25), leading to mean 1.00 and 3% percent error; (b) a pulse with a noisy RF
phase with mean 1.10 and a higher 18% percent error. Another pulse with 25 spokes
designed without total phase map input, was executed in a presence of total phase
(c), leading to performance drop from 1:00� 3% to 0:95� 15%. Clearly, a set of total
phase measurements is necessary for efficient mitigation.
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slice thickness) it seems warranted to check if relaxation effects
will change the performance of the pulses. We tested these effects
by executing M-spokes pulses of given length in a system of Bloch
equations that includes the T�2 relaxation term. Pulse length was
varied to quantify how the susceptibility to T�2 varies as a function
pulse length. In the simulations, a mean and a standard deviation
of the flip-angle map, degraded by the relaxation effect were calcu-
lated. These two parameters objectively characterize the perfor-
mance of a pulse. For simplicity, we worked with a uniform T�2
mask, i.e. a single value of T�2 was assigned to the imaged slice.
We repeated the simulations for a range of values of T�2 starting
from 5 ms and ending at 100 ms in 1 ms increments.
3.6. Adjustment of RF amplitudes of individual spokes due to
saturation and T�2 effects

Saturation and T�2 relaxation effects on the amplitudes of the RF
sub-pulses were analyzed, as they may cause notable discrepancies
between simulated and experimental flip-angle maps if not incor-
porated into the pulse design. The amplitude of each sub-pulse has
to be adjusted to accommodate both effects. To illustrate this issue,
a long pulse, consisting of 25 sub-pulses, was considered. The
amount by which the RF amplitude should be adjusted can be
found from the intensity of the images used to find total phase
maps after each spoke, described in Section 3.3. Again, the entire
Gz waveform is executed with only one sub-pulse turned on at
each time. Similarly, amplitudes of all sub-pulses are set to be
identical and the phases together with transverse gradients Gx

and Gy are set to zero. With this setup, one can compare the inten-
sities of each of the images in the dynamic GRE series. We also
introduce the normalized averaged intensity (NAI), which is the
average value of intensity over the image and normalized to the
average of the intensity measured after the first sub-pulse. The val-
ues of NAI can be used to find the relations between the relative RF
amplitudes of the sub-pulses.
Fig. 8. Normalized standard deviation of flip-angle calculated based on N ¼ 20
noisy maps, corrected with M-pulses versus number of spokes M. Blue (red) dots
represent human brain (phantom) data. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this paper.)
3.7. Modification of the optimization problem

The original optimization problem introduced in Eq. (8) can be
modified to enable design of a pulse that could be effective on mul-
tiple subjects. Because of the long time needed for acquisition of Bþ1
and total phase maps, this approach could potentially have signif-
icant practical advantages. Instead of a single ideal excitation pro-
file Wideal, one can run the optimization on a set of N different
profiles Wi

ideal, i.e. the condition in Eq. (8) will be replaced by:
argmin
ðAj ;/

j
RF
;kjÞ

XN

i

jWi
ideal �Wactualj ð12Þ

We run the optimization on a set with two different flip-angle hu-
man brain maps and total-phase maps. The resulting pulse was then
executed on a new (different) set of flip-angle and total phase maps.
We checked the performance drop of the resulting pulse.
4. Results

4.1. Pulse performance and B1 mapping

A plot of rM vs. M is presented in Fig. 8. For comparison, the
simulations were performed on a human head and a spherical
phantom. In both cases, pulses with only 10 spokes generate re-
sults very comparable to those of longer pulses. This means that
long pulse trains (with up to 25 spokes) are not more effective in
correcting high spatial frequency details of the flip-angle maps.
This reflects the fact that one is limited by the gradient strength
and slew-rate in our design. Hence, the effective area of the excita-
tion k-space covered by the optimized trajectory is really limited to
relatively long wavelength effects, and so even with 25 spokes we
won’t be able to traverse far from the origin of the excitation k-
space. Moreover, because the in-plane variations of Bþ1 are rela-
tively smooth, they can be addressed with a relatively limited
number of spokes. Therefore, contamination by high spatial fre-
quencies has little effect on pulse performance, as can be seen in
Fig. (9), where the exact and designed excitation patterns were
shown. The designed pattern shows no anatomical details.

4.2. Total phase instability

Temporal phase instability as a function of dynamic scan num-
ber is presented in Fig. 10a. Ideally, this temporal phase instability
would be minimal, i.e. the phase maps should not change over
time; however, variations large enough to significantly affect the
performance of a spokes sequence were measured. We conclude
that total phase variations in the example presented here
(nspokes ¼ 25) phase deviations are up to �20	. Phase errors on this
scale significantly degrade sparse-spokes pulse performance. For
example, for a pulse executed in the presence of these phase errors,
a performance drop was observed from 1:00� 3% to 0:95� 15%

(Fig. 7c). In order to minimize these effects, we measured the cen-
tral frequency of the water proton spectrum f0 before every dy-
namic scan (Fig. 10c) and accordingly adjusted the RF



Fig. 9. Excitation pattern: (a) desired-point-wise inverse of the flip-angle map; (b)
designed-approximated by the optimization given by Eq. (8).
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transmission frequency. The resulting modification shows an
improvement, as can be seen in Fig. 10b. This modification signif-
icantly improves agreement between phase difference measure-
ments taken 16 min apart (compare Fig. 10a and b); however,
there remains a significant mismatch (�10	) in measured phase
difference at least for some of the 25 scans in the dynamic series.
These phase errors, possibly caused by coarseness of the f0 mea-
surement, could be a major limitation to a sparse-spokes imple-
mentation. These variations are small; however, the accumulated
phase over 16 min of mapping leads to significant error (Fig. 10).
To test this hypothesis we checked how the phase error influences
the behavior of the sparse-spokes pulses.
Fig. 10. Phase difference without (a) and with (b) updated f0 value. Colors represent pha
Df0 shift values updated before every dynamic scan. The values are used in the calcula
interpretation of the references to color in this figure legend, the reader is referred to th
4.3. Simulated RF amplitude and phase instability

Ten percent uncertainties in the RF amplitude or 20� errors in
the RF phase of sub-pulses creates noticeable deviations in the de-
sired corrected flip-angle map. The results of the simulations are
represented in Fig. (11) where one can see how the percent error
of the flip-angle maps behaves as a function of RF error. The results
for 5, 10, 15, 20 and 25 spokes-pulses are represented on Fig. (12).
To a reasonable approximation, percent difference depends line-
arly on the RF phase noise amplitude. The longer the pulse, the
higher the slope of the linear dependence between the percent dif-
ference and RF phase noise amplitude. Thus, even the longer
pulses, that initially perform better, can loose their performance
characteristics due to the error induced in RF inputs. We conclude
that the pulse with nspokes ¼ 10 is the only one that improves the
homogeneity within the discussed range of the induced RF phase
noise (in Fig. 12).
4.4. Simulated T�2 effects

The mean and normalized standard deviation (percent error) of
flip-angle as a function of T�2 background for the pulses with 5, 10,
15, 20 and 25 sub-pulses are presented in Fig. (13). As can be seen
in that figure, in a region of experimentally interesting values of T�2,
i.e., between 20 ms and 60 ms, only pulses with 5 and 10 spokes
show insignificant performance drop in both mean and percent er-
ror. At T�2 ¼ 30 ms (an average value for the human brain at 7 T
se differences in degrees from �20	 to 20� and �10	 to 10� correspondingly. (c) The
tion of the evolution of total phase during the sparse-spokes pulse duration. (For
e web version of this paper.)



Fig. 11. Percent flip-angle error as a function of RF error. Color bar represents value
of the percent error and ranges from 0% to 30%. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this paper.)

Fig. 12. Percent flip-angle difference from the uncorrected inhomogeneity (here
19%) as a function of phase error, ranging from 0� to 20�, induced through RF phase
of a pulse with 5, 10, 15, 20 and 25 spokes. The improvement is achieved when the
difference is negative. The RF pulse with 10 spokes is the only pulse that shows
improvement over the whole range of induced phase error.

Fig. 13. Mean value (a) and percent error (b) of the flip
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[15]) only these two pulses are immune to the relaxation effects, as
can be seen on the percent error plot (Fig. 13b). Moreover, the rel-
ative amplitude of spokes of longer pulses makes their behavior
unpredictable, as can be seen in the case of pulses with 20 and
25 spokes, where the shorter pulse has a better behavior than
the pulse with 25 spokes.

4.5. Adjustment of RF amplitudes of individual spokes due to
saturation and T�2 effects

If there were no saturation or T�2 decay all NAI values (defined in
Section 3.6) should be the same. However, as one can see in Fig. 14,
the NAI values after execution of each sub-pulse vary. The decay
from the initial value of NAI is a saturation effect (see Section 5).
From this experiment, we obtain a series of factors which we use
to correct the amplitudes of the sub-pulses. In the example pre-
sented in Fig. 14, an amplitude of the second spoke should be cor-
rected by a factor ð0:984Þ�1, third spoke by ð0:989Þ�1 etc. This
simple solution was incorporated in the pulse design in all of the
experiments using pulses with nspokes > 10 . For pulses with fewer
than 10 spokes, a deviation of the amplitudes due to the saturation
and T�2 effects is negligible as the effective echo times for spokes
are shorter.

4.6. Modification of the optimization problem

To illustrate how the modified optimization condition would
work, a pulse with nspokes ¼ 10 was generated using two different
-angle map and degraded by T�2 relaxation effects.

Fig. 14. Normalized averaged intensity (NAI) values for each sub-pulse in a pulse
with M ¼ 25 spokes. The behavior can be explained by saturation T�2 effects, and
eddy current.



Fig. 15. Simulation of the performance of a 10-spokes pulse generated to mitigate
the inhomogeneities of two different Bþ1 maps. First row represents original flip-
angle maps for three different subjects. Second row represents simulated corrected
maps. The third row shows the percent error maps. The third column shows the
data for a map that was not part of the optimization problem.
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sets of in-vivo Bþ1 and total phase maps with the modified minimi-
zation condition given by Eq. (12). As a result of this modification
of the optimization problem, we obtained a pulse and a set of
transverse gradients more immune to high spatial-frequency dif-
ferences in Bþ1 field and total phase maps than the method based
on ‘‘single map minimization”. The overall performance of pulses
generated this way is not as high as of pulses generated for a spe-
cific slice (Fig. 15). However, this approach represents a convenient
way of testing the practical limits of applying one pulse to multiple
imaging slices.
Fig. 16. Comparison between inhomogeneous flip-angle map (a) and a corrected map
histogram shows the distributions of the flip-angles for all the maps. Red, green and blue
histograms and profile lines show a visible discrepancy between simulation and experim
in this figure legend, the reader is referred to the web version of this paper.)
5. Discussion and conclusions

In this report, we have discussed practical limitations and
implementation challenges of sparse-spokes pulses. We have
investigated the design and performance of such excitation
schemes for imaging with a human scanner at 7 T. We specifically
consider experimental in-vivo results with an optimized 10-spokes
pulse (�6.7 ms). Using a standard head coil, the original inhomog-
enous flip-angle map of a central axial brain slice (presented as a
ratio of measured to nominal flip-angles) has a mean of 0.59 with
�17% error, as shown in Fig. 16a. The corrected flip-angle map
Fig. 16b shows improvement in the homogeneity. The initial inho-
mogeneity was reduced by 42%, and the mean flip-angle is now
0.90 of the nominal and the errors are reduced to �10%. However,
there are substantial differences between the predicted and mea-
sured corrected maps, i.e. the corrected map has errors up to
�10% of the mean flip-angle in comparison to a simulated cor-
rected map with only �5%. The differences are primarily in low
signal-to-noise ratio regions, and we argue that they are due to
imperfections in Bþ1 mapping, its susceptibility to high-spatial fre-
quency noise, as well as unstable total-phase map measurements.
Moreover, we acknowledge the fact that if the slice profile of the
spokes pulse does not match that of the Bþ1 mapping pulse then
the sparse spokes correction may not be complete. However, Bþ1
maps acquired from adjacent 5mm thick slices show little varia-
tion, suggesting however that the Bþ1 field varies slowly and
smoothly in the through-slice direction and thus does not have a
significant effect on the spokes performance. Finally, proton-den-
sity-weighted images are shown before Fig. (17a) and after correc-
tion Fig. (17b) and show an overall improvement in signal-to-noise
ratio.

The major difficulty in the calibration of the sparse-spokes design
is the total phase measurement. As can be seen from Fig. 10(a and b),
the variations in the phase errors can reach up to �10�. These devi-
(b) based on a 10-spokes pulse. Additionally, a simulated result is shown (c). The
colors correspond to original, measured and simulated results, respectively. Both the
ent in low signal-to-noise ratio regions. (For interpretation of the references to color



Fig. 17. Proton-density-weighted images, before (red) and after correction (green). The histogram shows overall improvement in relative intensity. The profile lines are
presented for comparison of the signal intensity before and after correction. Moderate improvement in image quality is due to the fact that the image is a function of both
inhomogenous (uncorrected) ðB�1 Þ

� and the homogenous (corrected) flip-angle map. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this paper.)
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ations are most likely not caused by the RF phase errors. Accumula-
tion of phase due to small frequency errors (Fig. 10(c)) over extended
periods of time (e.g. 16 min) leads to significant total phase errors
(Fig. 10(a and b)). We acknowledge the fact that both Bþ1 and total
phase calibration methods presented here are not ideal for clinical
studies. However since the goal of this study is focused more on
the effects of RF phase errors on the performance of the sparse-
spokes sequence, the Bþ1 fitting method was chosen for its accuracy,
despite its poor time efficiency. Furthermore, we conclude that the
measurement of the total phase accumulation over 16 min implies
that it would be challenging to perform successful spokes experi-
ments without the immediate prior acquisition of the subject’s spe-
cific field maps.

The optimization routine that we use in the pulse design uses Bþ1
and total phase collected after each spoke as inputs. Both of these in-
puts are susceptible to noise and measurement uncertainty. We ar-
gued that total phase measurement instabilities together with the
susceptibility of sparse-spoke pulses to RF noise and noise in high-
frequency spatial Bþ1 maps, are to be blamed for the discrepancies be-
tween simulations and experiments in low signal-to-noise ratio re-
gions, as presented in Fig. 17. Although more experimental studies
are needed, these will benefit from different (faster) Bþ1 mapping
methods [16,17]. Moreover, usage of higher EPI factors (i.e. higher
than 3, used in this study) combined with parallel imaging (fewer
spokes) would further decrease time needed for measurement of to-
tal phase maps. We performed simulations to test how the designed
pulses perform when realistic experimental conditions were taken
into account. A 10-spokes pulse outperforms a 5-spokes pulse as
the latter one cannot mitigate RF non-uniformities as well as the for-
mer, even though they both have similar linear dependence on the
induced RF noise. We also introduced a simple solution to the prob-
lem of T�2 and saturation effects acting on the RF amplitudes of sub-
pulses of long pulses with nspokes > 10 (Fig. 14). The solution re-scales
individual RF amplitudes to minimize the unwanted effects. We can
be more quantitative in our analysis and explain this behavior in a
more rigorous fashion. Namely, the longitudinal component Mz of
the magnetization vector never fully recovers to the initial value
M0, i.e., after the first pulse was played out:

M1
z ¼ M0

z cosðhÞ þM0 1� exp �TR=T1ð Þ½ � ð13Þ

However, due to the fact that the effective TEi time, measured from
the center of ith sub-pulse to the acquisition time, is getting shorter
as we move from one spoke sub-pulse to the next one, the trans-
verse magnetization, hence the NAI value, recovers. For example,
after the first sub-pulse transverse magnetization is:

M1
tr ¼ M0

z sinðhÞ exp �TE1=T�2
� �

ð14Þ

Both Mz and Mtr are then given by an iterative relation as follows:

Mi
z ¼ Mi�1

z cosðhÞ þM0 1� exp �TR=T1ð Þ½ � ð15Þ
Mi

tr ¼ Mi�1
z sinðhÞ exp �TEi=T�2

� �
ð16Þ

The pseudo-oscillatory behavior of NAI is due to eddy-currents in-
duced by the oscillating Gz waveform, from the center of the imaged
slice. It is also clear why these effects are not present in shorter
pulses, the effective echo times for spokes in a short sequence are
short enough that transverse magnetization does not have time to
decay noticeably. The compensation of the sub-pulse amplitudes
does not represent a solution to the problem of long pulses in the
presence of T�2 relaxation and saturation effects. It does, however,
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mitigate these problems to some degree, and we believe the explo-
ration of this potentially useful technique is worthwhile. We ana-
lyzed the performance of pulses obtained through the
optimization of the modified minimization condition, described in
Section 3.7 and found the resulting solution, although not optimal,
is able to correct the inhomogeneity to 58% of the initial value.

In conclusion, approximated modulation patterns generated by
sparse-spokes pulses, effectively correct the modulation profile so
that the resulting flip-angle map is nearly homogenous, i.e., the devi-
ations of the measured flip-angles from the nominal angle are less
than�10% in the human head. We found that there is a trade-off be-
tween the pulse length and performance. The longer pulses are more
susceptible to RF errors, saturation and T�2 relaxation effects. Short
pulses are not able to reduce non-uniformities effectively, so a com-
promise has to be found. The pulse with only 10 spokes shows rela-
tively good performance, and is robust in the presence of relaxation
effects. RF field inhomogeneities are a major cause of poor image
quality in 7 T and higher field systems. The design of new pulses
optimized to achieve improved flip-angle homogeneity enhances
image quality, improving and expanding the diagnostic capabilities
of ultra-high field MRI, and will complement other approaches to
overcoming RF non-uniformity at high fields.
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